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Calibration of Time-Series Forecasting: 

Detecting and Adapting Context-Driven Distribution Shift

 Architecture of “detection and adaptation” calibration framework.

➢ (1) Reconditionor: Residual-based Context-driven Distribution Shift Detector

➢We calculate KL divergence between the prediction residual distributions 

under specific contexts and the overall residual distribution. 

➢A higher value indicates a stronger impact of CDS on the model.

➢ (2) SOLID: Sample-level Contextualized Adapter

➢For each test sample, we construct a contextualized subset with similar 

contexts, and fine-tune the prediction layer using this subset, to calibrate 

model’s predictions. 

➢Contextualized subset includes samples with small time intervals, close 

periodic phases, and high sample similarity to the test sample, 

corresponding to temporal segments, periodic phases, and other contexts.

➢Theoretical analysis proves that SOLID achieves a bias-variance balance, 

compared to not fine-tuning or fully retraining the prediction layer.

1. Background: CDS Problem

➢1.1 What is CDS?: Distribution shift refers to the changing distribution and statistical 

properties of time series over time. Specifically, this shift is driven by some external contexts, 

such as temporal segment and periodic phase. Such phenomenon is called Context-Driven Distribution 

Shift (CDS).

➢1.2 Impact of CDS?: Contexts function as confounders, which simultaneously influence historical 

and future data. Also, the model’s prediction residuals on overall data are unbiased, while those under 

specific contexts are biased, showing that models struggling to achieve optimal performance across each 

individual contexts.

➢1.3 How to solve it?: We propose a model-agnostic “detection and adaptation” framework 

for model calibration, including:

➢Reconditionor: Detects and Quantifies the model's sensitivity to CDS.

➢SOLID: Fine-tunes the model for each testing sample to calibrate the prediction.

2. Methodology

▼ MSE & MAE are averaged from prediction length of 24/36/48/60 for Illness and 96/192/336/720 for 

others. "↑": average improvements by SOLID. "𝛿": Reconditioner value periodic phases (𝛿𝑃) and temporal 

segments (𝛿𝑇), reported in the form of "log10𝛿𝑃 & log10𝛿𝑇". RED denotes a strong CDS in periodic phases 

(log10𝛿𝑃 ≥ −3.2), while BLUE denotes a weak CDS.

Code is available at https://github.com/HALF111/calibration_CDS lefeishen@zju.edu.cn

  Causal graph in the 

presence of CDS.

  Model’s prediction 

residuals on overall data 

and on different periodic 

phases.

3. Algorithms

➢ Alg1: Calculation of Reconditionor

➢ Alg2: Algorithm for SOLID

4. Experiments

▲ 𝛿𝑃 and MAE improvement shows 

positive correlation. This indicates that 

models detected by Reconditionor as 

more sensitive to CDS exhibit greater 

performance improvements after 

adaptation by SOLID.
▲ Blue lines are ground-truth, orange lines are predictions 

before SOLID, and green lines are predictions after SOLID.
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